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ABSTRACT: As part of a life-cycle cost analysis for the construction of a harbour basin, a full scale erosion
test on a dredged slope was undertaken using a test vessel. The objective of the test was to estimate the erosion
rate of the in-situ material in order to predict the final profile of the dredged slope at the end of the design life
following exposure to propeller wash generated by various manoeuvring vessels. Based on theoretical formulae,
a test protocol of percentages of the installed engine power to be applied was defined, aiming to generate
a steady propeller flow on the slope as a function of the tide. A pre-installed anchoring point ensured the test
vessel maintained a steady position during the test and the pre-defined percentages of the installed engine power
were applied as a function of the tidal levels measured during the test. Several interim bathymetric surveys were
undertaken in order to monitor and record the progress of the erosion over the tested slope. Orientation and
location of the vessel were monitored by satellite positioning, tides were recorded by installed gauges and
actual flow velocities logged by a current meter. A time stamped geo-database was developed to model the
theoretical distribution of the velocities at any moment of the test. Through the analysis of the tests results,
a curve defining the erosion rate as a function of the velocity at the slope was derived from the model and
was verified by comparing generated cross-sections against actual surveys. Results were then extrapolated to
represent the situation at the end of the design life of the harbour in order to assess whether protection of the
slopes was required to preserve the integrity of the marine structures adjacent to the harbour basin. Results were
also used to define an appropriate monitoring program for the dredged slopes which had potential for scour
generated by propeller wash.

1 INTRODUCTION

Traditionally, a scour protection system has to be fore-
seen within harbour facilities in order to prevent po-
tential negative effect of erosion caused by propeller
wash action. In fact, the extent of the developing
scour over the design life of the facilities could cause
geotechnical instability and even failure of a structure
exposed to propeller wash if not protected (PIANC
2015). As part of a life-cycle cost analysis for the
construction of a harbour basin, the development of

the scour holes caused by propeller wash on the basin
dredged slopes was expected to be limited; for this
reason it was a possibility that scour protection would
not be required. In order to support such a decision it
was necessary to accurately define the expected nav-
igation manoeuvres within the harbour; therefore, in-
formation regarding the berthing vessels characteris-
tics, manoeuvring path, duration and frequency were
identified.

A geotechnical assessment defining the require-
ment for maintaining the integrity of the structures
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Figure 1: Harbour basin plan layout. Estimation of scour erosion
risk (from ”low-risk” to ”higher risk”) by navigation manoeuvres
simulation and represented by different hatches. The test slope is
also indicated.

adjacent to the dredged slopes was also completed in
order to set the boundary condition of what can be
considered acceptable erosion.

Lastly, information on the erodibility behaviour of
the subsoil subject to propeller wash action was es-
sential to predict the evolution of the dredged slope
over time. The navigation and geotechnical informa-
tion were defined with confidence at the early stage
of the design process. On the contrary the erodibility
has required more effort, due to limited available lit-
erature and uncertainties inherent to the heterogeneity
and cohesive property of the in-situ material; for those
reasons it was proposed to undertake a full-scale ero-
sion test with a test vessel on a nearby slope of similar
geometry and soil characteristics (location of the test
slope is shown on Figure 1).

The objective of the test was set as estimating the
erosion rate of the in-situ material in order to predict
the dredged slope profile at the end of the design life
of the harbour basin exposed to propeller wash gener-
ated by various manoeuvring vessels.

2 SITE SPECIFICS

2.1 Harbour basin and test location

The harbour basin is dredged down to a level of -7.0
mCD and is delimited by dredged slopes of 1V/4H
gradient. In the vicinity of the dredged slopes, a
breakwater is built. Based on the results of a ma-
noeuvring simulation, the dredged slopes presenting
risk in term of propeller wash were defined (higher-
risk slopes, see Figure 1, in opposition to ”low-risk”
slopes). The test slope presented a similar dredge
slope gradient and stratigraphy to that of the higher-
risk slopes and was not adjacent to any marine struc-
tures.

Figure 2: Tug boat with twin ducted propellers, used as test ves-
sel.

Table 1: Design and Test vessels characteristics.
Characteristics Design vessel Test vessel
Engine Power (kW) 4500 3730
Propeller Diameter (m) 4 2.4
Draft (m) 9 4.7
Ducted propellers Yes Yes
Number of propeller 2 2

2.2 Design vessel

Based on the results of a navigation simulation within
the harbour basin, a design vessel (with character-
istics reported in Table 1) was defined as being the
vessel that is expected to cause the largest propeller
wash when normally manoeuvring in proximity of the
higher-risk slopes.

The number of expected manoeuvres over the en-
tire design life of the harbour was also estimated. The
duration of the propeller wash attack, the positions of
the design vessel and applied power during manoeu-
vring in proximity of each dredged slope were evalu-
ated from the navigation simulation.

2.3 Test Vessel

A test vessel was chosen for the full-scale test in or-
der to create similar velocities to the design vessel at
the seabed and dredged slope. A large tugboat with
twin ducted propellers was selected (characteristics
are also reported in Table 1). A model of the test ves-
sel is shown in Figure 2.

2.4 Stratigraphy

From boreholes executed in the vicinity of the
dredged slopes and from the results of the laboratory
tests, the in-situ material was classified as being het-
erogeneous and mainly consisting of two types of ma-
terial. Type 1 material was classified as clayey sand to
silty sand with low plasticity, with a d50 varying from
150 to 190 µm; a fines content between 9% and 35 %
and a gravel content between 0% and 13 %. Particle
size distribution (PSD) results of the Type 1 material
are presented in Figure 3.
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Figure 3: Summary of PSD results for Type 1 material found on
test slope.

Type 2 material was found in pockets located
within the Type 1 material of fine to medium gravel
with clay lenses and calcareous sandstone recovered
as gravel / cobbles. Due to the presence of Type 2
material found in the form of pockets, it was not pos-
sible to assess the location of Type 2 material along
the Test slope alignment with a satisfactory accuracy
before proceeding with the full-scale test.

3 TEST DESCRIPTION

The full-scale test was staged as follows:

1. Definition of theoretical efflux velocity from pro-
pellers, of the velocity distribution in the jet and
of the velocity at the seabed and at the dredged
slope due to vessel action;

2. Definition of the test setup, protocol and instru-
mentation; and

3. Execution of the full-scale test with appropriate
data collection.

3.1 Theoretical propeller wash flow field

The resulting velocities on the seabed and dredged
slopes were calculated based on the Dutch Approach.
The Dutch Approach is itself based on the actuator
disc theory assuming that the propeller jet can be con-
sidered as a submerged free jet, discharging out of an
orifice into an infinite fluid (Albertson et al. 1950). It
results in the calculation of the efflux velocity V0:

V0 = C 3

√
fPB
ρD2

P

(1)

where C is the propeller clearance in metres; f is
the ratio engine power in kW; P is the engine power in
kW; ρ is the water density in tonnes per cubic metre;
and DP is the propeller diameter in metres.
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Figure 4: Definition for jet of the main propulsion system (PI-
ANC 2015).

Thereafter a 3D propeller wash flow field Vx,r can
be built by first calculating the decreasing velocity
along the propeller axis Vaxis, and subsequently ap-
plying a radial Gaussian distribution to calculate Vx,r
(Verheij 1983):

Vaxis = CV0

(
DP

x

)
(2)

Vx,r = e−15.4 r2

x2 Vaxis (3)

where C is equal to 2.8 for a ducted propeller and
1.95 for a non- ducted propeller; x is the axial distance
in metres; and r is the radial distance in metres.

Due to the presence of two propellers (for both
the design and test vessels), the resulting velocity in
a flow field caused by two propellers was obtained
by linear superimposition of the flow field caused by
each propeller separately (BAUW 2005).

3.2 Test Protocol

A test protocol was defined based on using the test
vessel in order to achieve the highest expected veloc-
ity caused by the design vessel on the seabed and on
the higher-risk slope. A total test duration of approx-
imately 20 hours (representing several years of har-
bour operations) was considered to provide sufficient
information to calibrate an erosion rate curve. During
the test, the tide was expected to vary and, therefore,
adjusted powers to be applied in function of the actual
water level were defined with the intent of generating
a close to steady propeller flow on the slopes and en-
suring the target velocity was attained as consistently
as feasible.

3.2.1 Test setup
A seven tonnes delta flipper anchor was deployed at
the top of the test slope and connected to the towing
wire of the test vessel (tug boat). The length of the
towing wire was such to allow the test vessel to be
located 20 m away from the toe of the test slope to
achieve the desired velocities. A schematic descrip-
tion of the test setup is depicted in Figure 5.
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Figure 5: Test vessel is located 20 m away from the test slope
during the full-scale test. The vessel is maintained in a steady
position with a seven tonnes delta flipper anchor located at the
top of the slope. The current meter is located as close as feasible
to the axis of the propellers.

3.2.2 Instrumentation
A current meter (type Valeport Model 308) was in-
stalled on the towing wire to provide qualitative as-
sessment of the velocities near the propellers. The
current meter was suspended so that it could direct
towards the current freely by using a swivel, was able
to move 25 degrees for pitch and roll and was verti-
cally maintained by a counter-weight. It was located
as close as feasible to the axis of the propellers.

3.3 Full scale test

The full-scale test was carried out in accordance with
the protocol described in Section 3.2. The power ap-
plied was adjusted with the actual tide reading and the
start and stop times of adjustments were recorded. In
addition, the following information was logged at an
interval of five seconds by a digital satellite position-
ing system:

• Northing and Easting of the port and starboard
sides propellers, in metres;

• Heading of the vessel, in degrees; and

• Actual tide reading, in metres chart datum.

An in-survey prior to the full-scale test and a final
out-survey post-test were carried out. In addition, a
total of thirty interim surveys were conducted in or-
der to monitor the evolution of the erosion caused by
propeller wash action every 45 minutes of cumulated
testing time on average.

4 MODEL SETUP

4.1 Data collection

Upon completion of the full-scale test, a model con-
sisting of a time stamped geo-database linked with a
GIS software was set up in the first stage to collect
the metadata for all the logged information. In the
second stage, the model was used to assess the the-
oretical erosion impact of any position of the vessels
at any points on the seabed and on the test slope, dur-
ing the full-scale erosion test. A grid 0.5 m by 0.5 m

Figure 6: Representation of the 806 vessel positions during the
full-scale test. The arrows represent her position over time, the
arrows directions represent the orientations (headings) of her
propellers and the colours are graded in function of the differ-
ent power applied. A box is included to provide more details in
the zone of higher positions density, i.e. where the test vessel
was predominantly positioned during the full-scale test.

was defined based on the consideration for the accu-
racy vs. calculation time criteria. An area of approx-
imately 50,000 m2 was covered by the model. In ad-
dition, the vessel positions were regrouped and aver-
aged over a period of similar water level using 0.1
m bins. A total of 806 vessel positions, orientations
and associated propeller power were considered. An
identification tag (ID) was assigned for each position
in chronological order. Importantly, it allowed iden-
tifying the time-line of the different positions of the
vessel against the interim surveys.

Figure 7: Representation of the theoretical flow field (caused by
the twin propellers for one vessel position) calculated by the 3D
model at the bottom (seabed or slope).



Figure 8: Representation of vessel positions that theoretically
impact two typical grid points with velocities > 0.05 m/s. One
point is greatly exposed (grid point 747, located at the top of
the slope) and one is marginally impacted by the full-scale test
(grid point 11536 located at the eastern part of toe of the test
slope). For the sake of readability, only few vessel positions are
depicted.

4.2 Implementation of the velocities

The theoretical velocities evaluated from equations
(1), (2) and (3) as described in Section 3.1 were
calculated for each tug position and recorded in the
database. It allowed the evaluation of the theoretical
velocity distribution on the seabed and dredged slope
for the different test vessel position (as defined in Sec-
tion 4.1) during the full-scale test. The orientation of
the vessel was also taken into account. An example of
velocity distribution for one typical position is given
in Figure 7. It can be seen that in this particular ex-
ample, the vessel had an orientation of approximately
five degrees from the North-South axis.

Velocities lower than 0.05 m/s were assumed to be
below the erosion trigger of the in-situ material and
were, therefore, discarded. The velocity distribution
for every point of the grid was calculated for every
position of the vessel.

A total of 10.9 x106 velocities were calculated and
recorded in the database for future analysis, and were
calculated to be within a range between 0.05 and 3.26
m/s.

In Figure 8, an example is given for two typical
grid points (one being greatly exposed, the other one
lightly exposed to the different position of the test ves-
sel). The lines connect the 2 two grid points with the
different positions of the vessel having theoretically
induced velocities greater or equal to 0.05 m/s at these
locations.

A qualitative comparison between the logged data
from the current meter and the flow velocities calcu-
lated by the 3D model was carried out and is repre-
sented in Figure 9. From the test vessel orientation
log, it was assessed that the vessel did not maintain
a perfect alignment with the anchor position, result-
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Figure 9: Comparison of the velocities logged by the current me-
ter and the theoretical velocities calculated by the 3D model at
the location of current meter, assuming the current meter is in
the alignment of the propeller axis. The logged applied power is
also represented.

Figure 10: Maximum velocities having affected each grid points
over the entire full-scale test duration. It is noted this plot does
not indicate the duration during which the maximum velocities
were achieved.

ing in some misalignment of the current meter with
the test vessel propeller horizontal axis (average ori-
entation of 0.34 degree with a standard deviation a 4.3
degree). In addition, based on the observation of os-
cillating flow velocities recorded in the current me-
ter log, it was deduced that the current meter had
been subject to a pendulum movement during the test.
Given the above, it was concluded that the compar-
ison provided, on average, a satisfactory qualitative
validation of the model flow velocity distribution and
that the pattern of velocities as recorded by the current
meter was in line with the pattern of recorded adjust-
ments of the power applied.
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Figure 11: Erosion is calculated based on the geometry of the
terrain, with a slope evaluated from upstream to downstream.

5 ANALYSIS

5.1 Maximum achieved velocities

From an analysis of the theoretical velocity distribu-
tion induced by all of the 806 positions of the test ves-
sel, it was concluded that the pre-defined protocol al-
lowed the maximum target velocity to be achieved on
9,000 grid points (i.e. 70% of the tested surface). The
distribution of the maximum achieved velocity over
the test slope is given in Figure 10.

5.2 Definition of the erosion model

In order to account for the evolution of the terrain, the
erosion Ei was implemented in the model as depicted
in Figure 11, instead of using the vertical level differ-
ence ∆yi.

The erosion of a grid point located at a chainage i
during a period ∆t is calculated as a function of the
slope of the terrain between the grid point i and the
downstream grid point i + 1. Therefore, the erosion
(Ei) for a grid point i during a period T can be ex-
pressed as follow:

Ei =
T∑
t=0

(∆yi)t sin(α(i,i+1))t (4)

5.3 Range of velocities between two surveys

Erosion Ei due to propeller wash (in metres, as de-
fined in Section 5.2) occurring at a certain grid point
can also be obtained directly by comparing two sur-
veys covering the considered grid point. This assump-
tion is justified since the metocean conditions were
calm during the test. Thus this erosion was assumed
to have been caused by flow velocities induced by the
test vessel, during the time window delimited by the
two surveys and not by other actions (such as tide or
storm current). If we consider now the fact that the
erosion rate is defined as being the erosion by unit of
time as a function of the flow velocities, we can con-
clude that a calculated erosion Ei can serve as a rele-
vant input for the calibration of an erosion rate curve
if the flow velocity impacting the grid point between
a pair of surveys is known.

Figure 12: Location of the grid points providing relevant data
(i.e. grid points having been impacted by velocities in the same
range of magnitude , criteria being average velocity/standard de-
viation ratio < 20% during a period delimited by the execution
of two consecutive surveys) for the purpose of calibration.

Unfortunately despite the fact that surveys had been
carried on regular basis, it was identified that each
grid point had been subject to velocities resulting
from an average of seven to eight adjustments of
power between two surveys in order to account for
the water level changes. In addition, the vessel did not
maintain a constant orientation.

Therefore, it was concluded that each grid point
had been potentially subject to a range of varying ve-
locities between surveys. Due to the non-linear be-
haviour of the erosion as a function of the flow veloc-
ity, it was concluded that using the average velocity
to determine an erosion rate curve was not applicable
and a strategy had to be defined to overcome those
issues.

5.4 Definition of a first erosion rate curve

5.4.1 Relevant data
Due to the difficulties reported in Section 5.3, a se-
lection of only relevant data had to be made in or-
der to calibrate a first curve. Erosion of grid points
having been impacted by velocities in the same range
of magnitude (average velocity/standard deviation ra-
tio < 20%) during a period between two consecutive
surveys were considered as relevant data. Figure 12
shows the locations of grids points providing relevant
data for the purpose of calibration.

It is noted that grid points depicted in Figure 12
could have met the above criteria for a different pair of
surveys, thus providing more than one set of relevant
data. The erosion Ei (m) of the selected relevant grid



Table 2: Value of regression coefficients α and β deduced from
(Briaud 2008) for sand and clay material.

Material α β
Sand 11.78 5.63
Clay 1.25 2.91

points were then converted to an erosion rate (Ri(v))
by dividing their values with the cumulative testing
time occurring during the time window delimited by
the execution of a pair of consecutive surveys.

Ri(v) =

(
T∑
t=0

(∆yi)t sin(α(i,i+1))t
t

)
(5)

Those erosion rates Ri(v) expressed in mm/h were
then plotted as a function of their associated average
near-bed flow flow velocities (expressed in m/s) as de-
fined by equation 5 and reported in Figure 13.

5.4.2 Analytic formulation
The described method in Section 5.4.1 provides a
way to plot erosion rate cloud values Ri(v) deduced
from experimental data of the full-scale test. There-
after an analytic formulation can also be defined. Bri-
aud (2008) provides erosion rateR(v) curves for sand
and clay material which were obtained from lab test-
ing. An analytic regression of those curves was esti-
mated and was also adopted as the standard form of
the erosion rate R(v) (mm/hr) equation for the in-situ
material:

R(v) = αvβ (6)

where α and β are the coefficient to be calibrated,
depending on the type and heterogeneity of the soil
and v the velocity in mm/s.

Based on the plot of the relevant experimental data
as defined in equation 5 and plot in Figure 13, coef-
ficients α = 18 and β = 3.7 were considered as a first
assessment of an erosion rate R(v) curve for the in-
situ material. This assumption was considered conser-
vative since it provided higher erosion rates than the
actual computed value by the model as can be seen in
Figure 13.

5.5 Validation and optimisation of the curve

In order to validate the first erosion rate curve, a time
window had to be selected carefully. With reference
to Section 5, a time window is mainly defined by a
pair of surveys (which can be either consecutive or
non-consecutive). A pair of surveys was, therefore,
selected based on vessel positions (as steady as possi-
ble) and orientation (as constant as possible) adopted
by the test vessel during the time window delimited
by the two surveys. Moreover, the two surveys had
to be sufficiently spaced in time, in order to limit the
effect of erosion/deposition phenomenon. Therefore,

1.5 2.0 2.5 3.0 3.51.0

Figure 13: Plot of the first erosion rate curve R(v) (α =18, β =
3.7). The erosion rate curve for sand material and clay material
are derived from (Briaud 2008). The cloud of dots represents the
relevant data Ri(v) (Section 5.4.1).

the pair of surveys were not required to be consecu-
tive (in opposition to the approach taken for calibra-
tion purpose as described in Sections 5.4.1 and 5.4.2),
i.e. interim surveys could have occurred in between
the selected surveys. It was also verified that the rele-
vant data used for the calibration exercise (described
in Section 5.4.1) were not due to flow velocities that
occurred in the time window used for validation.

In order to validate the erosion rate curve, an addi-
tional erosion module was added to the model. Start-
ing from the bathymetry of the first survey of the pair
(i.e. considered as the in-survey), the bathymetry of
each grid points was lowered by the cumulative ero-
sion

∑
Ei (erosion Ei being calculated with the de-

fined first erosion rate curve) due to the flow veloc-
ities induced by the different positions of the vessel.
Thereafter, the updated bathymetry was compared to
the second survey of the pair (i.e. considered as out-
survey) on generated cross profiles every 50 cm (ex-
amples are given in Figure 14).

It was concluded that the first erosion rate Ri(v)
curve (α = 18 and β = 3.7) provided an over esti-
mation of the erosion. Also it was observed that a
layer of material with very low erodibility property
was present over a length of approximately 40 m and
with depth varying between -3.2 m and -7.0 m. This
was based on negligible differences between the in
and out surveys at those locations, despite the fact
they had been exposed to the same range of veloci-
ties than the more eroded location. This low erodabil-
ity property was associated with Type 2 material (see
Section 2.4).

Therefore, it was proposed to split the validation
time window in two groups of approximately equiv-
alent testing time and to use the first group to re-
calibrate the erosion rate curve for Type 1 material
by adjusting the coefficient α and β to obtain an es-
timated eroded profile as close as possible to the out-
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Figure 14: Generated cross profiles by the 3D model, between a pair of in and out surveys. The erosion Ei is evaluated using the
optimized erosion rate R(v) curve (α = 17 and β = 2.61) defined in Section 5.5, maintaining a certain conservatism being required
for the purpose of the study. It can be observed on the out-survey curve that the local terrain depression existing in the in-survey are
being amplified and slightly shifted in the downstream direction. This is also obtained in the calculated out-survey by the 3D model.
This is attributed to the adopted methodology to evaluate the erosion Ei as described in 5.2.
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Figure 15: Plot of the best-fitting erosion rate curveR(v) of Type
1 material (α =17, β = 2.91). The erosion rate curve for sand
material and clay material are derived from (Briaud 2008). The
cloud of dots represents the relevant data Ri(v) (Section 5.4.1).

survey (with sufficient conservatism, given the pur-
pose of the study). The curve for clay as described in
(Briaud 2008) was applied for the Type 2 material in
order to model the observed low erodibility behaviour
of that material. Finally, it was proposed to use the in-
dependent second group of tests to validate the curves
for Type 1 and Type 2 materials.

The best-fitting curve for the material of Type 1 ma-
terial was found for coefficients (α =17, β = 2.91) and
is depicted in Figure 15. It presents erosion rates in
between those defined by Briaud (2008) for the sand
and clay.

It was also concluded that for the range of tested
velocities the Type 2 material was less erodible than
the clay material defined in (Briaud 2008).

Table 3: Value of regression coefficients α and β deduced from
(Briaud 2008) for sand and clay material and best fitting curve
for in-situ material deduced from full-scale test.

Material α β
Sand (Briaud 2008) 11.78 5.63
Clay (Briaud 2008) 1.25 2.91
Best fitting curve 17 2.91

6 APPLICATION OF THE EROSION CURVE

Once the calibration and validation of the erosion rate
curve was completed, it was implemented in an ero-
sion model aiming to determine the expected extent
of the erosion at the higher-risk dredged slopes of the
harbour basin, in the vicinity of the breakwater. The
erosion model determined the expected eroded pro-
file of the dredged slopes based on an estimation of
the design vessel track, frequency and duration of ma-
noeuvres and erosion rates defined by the calibrated
curve.

It was assessed that the expected eroded profile
was not foreseen to affect the geotechnical stability
of the breakwater located in the vicinity and it was
concluded that no scour protection was required since
it did not impede on the critical part of the slope
required for the stability of the breakwater. In addi-
tion, based on the ability to determine the theoretical
chronological evolution of the dredged slope erosion,
a monitoring program was set-up.

7 SUMMARY

As part of a life-cycle cost analysis for the construc-
tion of a harbour basin, a full scale erosion test on a
dredged slope was undertaken using a representative
vessel. The objective of the test was to estimate the
erosion rate of the in-situ material in order to predict
the final profile of the dredged slope at the end of the
design life following exposure to propeller wash gen-
erated by various manoeuvring vessels. A test proto-



col was developed in order to achieve the theoretical
maximum velocity caused by a design vessel with a
substitute test vessel of smaller size. Parameters were
recorded during the execution of the test and were
collected in a time stamped geo-database. Several in-
terim bathymetric surveys were undertaken in order
to monitor and record the progress of the erosion over
the tested slope. A distribution of flow velocities were
then calculated based on the Dutch approach formula
for the different positions of the vessel during the test.
It was assessed that the negative effect of the inher-
ent execution difficulties (orientation of the vessel,
tides, etc.) could be limited if the collected data is
sufficient in quantity, clearly chronologically linked
in a database and interim surveys are undertaken at an
appropriate high-frequency. The impact of such dif-
ficulties could, therefore, be identified and discarded
if necessary. The chosen analytical form of the ero-
sion rate E(v) curve of the in-situ material deduced
from the experimental data collected during the full-
scale test was similar to the analytical regression de-
duced from (Briaud 2008), who defined an erosion
rate curve for sand (high erodibility) and clay mate-
rial (low erodiblity):

R(v) = αvβ (7)

where α and β are the coefficients depending on the
type and heterogeneity of the soil and v the velocity
in mm/s.

A calibration dataset and an independent validation
dataset were selected in order to define the best-fitting
erosion rate curve. This was verified by generating
cross-profiles, and comparing the in survey, out su-
vey and the expected erosion profile calculated from
the defined erosion rate R(v) curve.

This method allowed an erosion rate R(v) curve to
be defined that intrinsically included the in-situ be-
haviour of the materials, which would have been diffi-
cult to reproduce in laboratory due to the heterogene-
ity and cohesion of the subsoil generally encountered.
In addition, the adopted methodology allowed identi-
fying with accuracy the location of a pocket of mate-
rial of low erodability within the predominant in-situ
material constituting the test slope.

The best-fitting erosion rate R(v) curve of the pre-
dominant material (Type 1 material, clayey sand to
silty sand with low plasticity) was found to be in be-
tween the erosion rate R(v) curves of the sand and
clay material as defined in (Briaud 2008).

The pocket of low erodability material was asso-
ciated with Type 2 material (fine to medium gravel
with clay lenses and calcareous sandstone recovered
as gravel / cobbles) and was found to be as less erodi-
ble than the clay material as defined in (Briaud 2008)
within the range of tested velocities.

The erosion rate curve allowed confidence to be
gained in the low erodibility of the predominant in-
situ material, and was used to define an expected pro-
file at the end of the design life of the facilities. It

justified the option of leaving the slopes unprotected
since the expected erosion due to propeller wash was
assessed sufficiently low to not jeopardize the stabil-
ity of the adjacent facilities during their design life. In
addition, the defined erosion rate curve provided the
basis for a monitoring and mitigation program, based
on comparison of the expected erosion profile against
actual bathymetric surveys.

Finally, it shall be noted that the curve has been
determined based on a calculated velocity field deter-
mined by the Dutch approach and, therefore, the re-
sulting erosion rate curve shall be applied only to ve-
locities obtained using the same approach. This con-
sideration is important when extrapolating the results
to other vessel types than the test vessel used in this
study.
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