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ABSTRACT: The continuum based Euler-Euler approach represents the main field of application for the
simulation of sediment transport processes. Herein, the decisive phases of free water and soil are modelled by
interpenetrating continua. Although mixing of the phases is possible, the multi-component character of the soil
phase, as a mixture of solid grains and pore water, is neglected. Hence, a coupling between the free water and the
pore water remains unnoticed as well. However, this coupling represents an important factor for determining the
current state of the soil boundary near the transition zone.Due to water level changes caused by ship induced
bow and stern waves, excess pore water pressure can occur in the upper soil layers. As a result, fluidisation
effects can be initiated, which reduce the erosion resistance. To consider these fluidisation effects, the soil has to
be treated as a mixture of dispersed grain particles and porewater by a Lagrange-Euler approach. The coupling
of the Discrete Element Method (DEM) and the Computational Fluid Dynamics (CFD) approach offers this
possibility. Thereby, the DEM is used for modelling the dispersed particles of the Lagrangian regime, while the
CFD method models the continuum Euler-phase of the water. This paper introduces the coupled CFD-DEM
method for simulating sand particle transport at the boundary layer transition zone. The model investigations
and first results of simulations regarding the initiation ofmotion are presented.

1 INTRODUCTION

Sediment transport processes are characterized by a
high number of influencing parameters including even
highly dynamic processes. Due to this, a characteri-
sation of the transport phenomena through exact an-
alytical solutions remains unformed. However, sev-
eral empirical models, which are based on the knowl-
edge of numerous physical model as well as field
tests, allow an appropriate solution for most practi-
cal applications. These models are used to estimate
of transport rates as well as for numerical simula-
tions of sediment transport on diverse spatial and tem-
poral scales. In numerical simulations the involved
phases, in particular water and bed material, are ap-
proximated by continua as an Computational Fluid
Dynamics (CFD) Euler-Euler approach. Thereby, the
multicomponent character of the bed material is ne-
glected. As a consequence, several effects can not be
captured. One of these effects is fluidisation due to ex-
cess pore water pressure caused by surge waves due
to, for instance, ship passages. To consider these flu-

idisation effects, a interaction between pore and free
water has to be enabled. Furthermore, the grain skele-
ton must be able to disperse under the influence of
excess pore water pressures. The Discrete Element
Method (DEM) offers the possibility, to model grains
as dispersed spherical particles. The particle trans-
port and interaction is considered by contact mod-
els and force-displacement laws. Beside the interac-
tion among each other, the particles at the transition
zone are affected by the interaction with the surround-
ing water. The coupled CFD-DEM method allows the
possibility to take the interaction effects into account.
While the DEM is used for the simulation of the par-
ticles, the CFD represents the fluid phase. Due to a
coupling of both methods, phase specific informa-
tions can be exchanged and thus, be used for the cal-
culation of interaction forces. Furthermore, the cou-
pled CFD-DEM method is able to simulate transport
processes in a more detailed way than in common
CFD approaches. Since the CFD-DEM is adopted on
a microscopic scale, even the detaching of individ-
ual grains and proximate transportation as bed load



or suspended load can be modelled. Due to this, the
CFD-DEM could be applied to gather more detailed
informations to specific flow processes. Hereby, field
measurements or physical model test can be supple-
mented. In this paper the coupled CFD-DEM ap-
proach will be introduced in sediment transport ap-
plications. Thereby, the concerning methods and first
model investigations will be presented. Furthermore,
results of first simulations for the initiation of sedi-
ment transport are described and discussed.

The applied software for the applied simula-
tions is the open source software CFDEMcoupling.
This software offers the coupling of the DEM
code LIGGGHTS and the CFD software library
OpenFOAM. LIGGGHTS is an advanced code of the
molecular dynamics code LAMMPS, which has been
improved for granular assemblies (Kloss and Goniva
2011).

2 CFD-DEM METHOD

The CFD-DEM method represents the combination
of two different numerical approaches: On the one
hand the CFD method with an Eulerian continuum
approach and on the other hand the DEM method
with a Lagrangian discrete approach. Thereby, each
method solves the governing equations for the appro-
priate phase in the simulation domain independently.
By coupling the two methods, a interaction of both
phases in the simulation domain is enabled and in-
formations of one phase are transferred to the other
phase. In doing so, the phases are able to interact. In
the following sections the governing equations of the
particular methods as well as the coupling procedure
are introduced.

2.1 CFD - Governing Equations

The CFD method is a common tool for simulating hy-
drodynamic processes. Thereby, CFD does not rep-
resent a specific method rather than a collection of
different numerical approaches for the simulation of
fluid flows. The fundamental basis of all these meth-
ods are Navier-Stokes equations. The Navier-Stokes
equations describe the motion of a viscous fluid
by conservation equations of mass and momentum.
Since these equations consist of a system of partial
differential equations, which cannot be solved analyt-
ically, numerical discretisation schemes are needed. A
common tool in CFD for spatial discretisation is the
Finite Volume Method (FVM), which is used in the
conducted simulations. The FVM approximates the
modelled area by three-dimensional discrete control
volume elements, with a integration point in the el-
ements cell center. Furthermore, the fluxes over the
element edges are summed up, to guarantee a consis-
tent solution.

The CFD in OpenFOAM gives different solutions
for the simulation of multiphase flows. Most methods

are applicable for the simulation of continua as flu-
ids or gases but are not suitable for the simulation of
solid mixtures like particle flow or soil, consisting of
dispersed particles and pore fluid. These mixtures can
be approximated as a continuum by constitutive equa-
tions, describing the behaviour of the solid. Thereby,
the dispersed character of the mixture as well as the
fact that the different phases are able to interpene-
trate are neglected. The Two Fluid Modelling (TFM)
method is a CFD method which is able to simulate
a rudimental dispersed behaviour. The TFM provides
two interpenetrating continua, with one of them con-
sisting of discrete particles. By expansion of the TFM
with the Kinetic Theory of Granular Flow (KTGF) the
particle properties as well as their interaction is con-
sidered (Lu et al. 2015). Furthermore, the conserva-
tive equations for mass and momentum are extended
for the multiphase and interpenetrational application
of the TFM.

This approach is transferred to conservative equa-
tions of the fluid phase as part of the CFD-DEM
method. Equation 1 describes the conservative equa-
tion for mass, while equation 2 represents the equa-
tion system for the conservation of momentum.

∂

∂t
(αfρ) +∇ · (αfρv) = 0 (1)

∂

∂t
(αfρv) +∇ · (αfρvv) =

−αf∇p+∇ · (αfτf) + αfρg+Rpf

(2)

whereρ is the fluid mixture density,v is the fluid mix-
ture velocity,p is the pressure andτf is the shear ten-
sor of the fluid phase. This version looks quite simi-
lar compared to the original Navier-Stokes equations.
The only difference is the factorαf and the summand
Rpf in the transport equations. The factorαf describes
the volume fraction of fluid in a cell.Rpf represents a
force exchange term between the fluid and the parti-
cle phase. This term governs the coupling of the two
phases.

2.2 DEM - Governing Equations

The DEM was developed by Cundall in 1971 for ap-
plications in rock mechanics for the simulation of
three-dimensional body collisions. This approach al-
lows the simulation of a large number of dispersed
particle bodies in a Lagrangian formulation. Thus, the
simulation of highly dynamic particle flows with large
displacements is possible.

In DEM the trajectories of each particle are cal-
culated by consideration of external forces. There-
fore, the current forces acting on a single particle are
summed up. Through the application of Newton’s sec-
ond law the resulting translational (see Equ. 3) and ro-
tational (see Equ. 4) velocities for the next time step



are calculated (Cundall and Strack 1979).

mp
d

dt
vp =

∑
Fi (3)

Ip
d

dt
ωp =

∑
Ti (4)

wheremp represents the particle mass,vp the particle
phase velocity,Fi the sum of forces (contact forces
and body forces),Ip the moment of inertia,ωp the
particle angular velocity andTi the sum of torques.

In addition to the calculation of particle trajecto-
ries, the DEM contains a solution for particle contact
force detection. The first contact formulation of Cun-
dall was based on the velocity detection of single rigid
particle collisions (Stein et al. 2004). Since this for-
mulation was limited to single collisions and hence
was appropriate only for very dilute particle flows,
this initial formulation was later extended by Cundall
and Strack (1979). This new formulation improves the
simulation of particle collisions by assuming the par-
ticles as deformable bodies. In contrast to an expen-
sive simulation of the particle deformation due to an
impact event, the so called soft sphere model approx-
imates the deformation by an overlap of the interact-
ing particles (Cundall and Hart 1992). As a result,
the handling of multi sphere contacts and treatment
of dense packings is possible (Lu et al. 2015). This
modern approach is used in the most common DEM
codes.

In the soft sphere model the particle overlap is de-
noted as the particle displacementδi. For the cal-
culation of contact forces, a force-displacement law
or contact law is applied. This contact law consists
of several interconnected rheological elements, each
representing a different material behaviour like ideal-
elasticity (spring), ideal-viscosity (dashpot) or ideal-
plasticity (friction-slider). On the basis of these mod-
els the contact forces are calculated. In the conducted
simulations the particle contact forces are differen-
tiated into a normalFp,n and a tangentialFp,t con-
tact force component. Thereby, each component con-
sists of a spring-dashpot combination, which repre-
sents viscoelastic behaviour (see figure 1). The nor-
mal and tangential components of the contact forces
are determined by

Fp,n = kn δn − cn ∆vp,n (5)

Fp,t = kt δt − ct ∆vp,t , (6)

with kn andkt representing the spring stiffness,cn and
ct representing the damping coefficients and∆vp,n

and∆vp,t representing the relative particle velocities
in normal and tangential direction respectively.

For the determination of the contact coefficients
the Hertz-Mindlin and Deresiewicz model is applied
in the conducted simulations. Thereby, the normal
spring stiffnesskn is determined by Hertz’s contact
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Figure 1: Rheological scheme of normal contact (left) and tan-
gential contact (right) of two colliding particles (from Plenker
(2015))

theory (Hertz 1881), while the spring stiffnesskt
is calculated on basis of Mindlin and Deresiewicz
(1953). For the calculation of the damping coeffi-
cientscn and ct a non-linear damping term of Tsuji
et al. (1992) is applied (Hu et al. 2011).

2.3 Coupled CFD-DEM

The coupled CFD-DEM method is an established
method in process engineering. The simulation of
flows and fluidisation processes of granular particles
in a gas or fluid phase is a common implementation
(Crowe et al. 2012). The CFD-DEM method is based
on the coupling of two self-sufficient methods of CFD
and DEM approach, already discussed above. Each
method calculates the governing equations for the
representing phase independently. Though, the cou-
pling allows a communication between the two pro-
grams and an exchange of relevant data for the calcu-
lation of the interaction, like particle sizes, positions,
velocities and resulting interaction forces.

The calculation of interaction is mainly affected by
the ratio between the size of the CFD cells and the size
of the DEM particles. Mainly, two concepts are avail-
able. On one hand, the resolved method, where the
particles are significantly larger than the CFD cells
(see figure 2 a). This leads to a very high resolution
of the simulation domain and very accurate calcula-
tion of the interaction between an individual particle
and the surrounding fluid. On the other hand, the un-
resolved method, where the CFD cells are equal or
larger than the DEM particles (see Fig. 2 b). Thereby,
the values of the individual particles located in a CFD
cell are calculated and then averaged before the data
is exchanged to CFD. This leads to less a precise so-
lution than in the resolved method.

However, the CFD-DEM is strongly limited to
small model scales regarding granular phases with a
small particle diameter. Even for simulation domains
of a few centimetres, millions of particles are neces-
sary. These dimensions can not be examined by the
resolved method, since the computational costs would
be enormous. The unresolved method is a reasonable
compromise for the simulation of dispersed granular
material.



a) resolved b) unresolved

Figure 2: Concept of resolved (left) and unresolved (right)CFD-
DEM application. The cell colouring corresponds with the vol-
ume fraction of containing particles (from (Plenker 2015))

2.3.1 Fluid-particle interaction forces

In CFD-DEM the phase interaction is modelled by
the approach of interaction forces. The main interac-
tion forces between fluid and particles are the drag
force Fp,D, the pressure gradient forceFp,p, the vir-
tual mass forceFp,VM , the Basset forceFp,hist, which
is also known as the history force, and the dynamic
lift forces such as the SaffmannFp,L,Saff and the Mag-
nus forceFp,L,Magn. Further information to the specific
forces can be found in (Zhou et al. 2010), (Zhu et al.
2007) and (Crowe et al. 2012). Table 1 lists the ap-
plied force models of the conducted simulations. The
drag forceFp,D is the most significant force regarding
particle flow in a viscous fluid. Accordlingly, a large
number of force models exist in literature. For the fol-
lowing simulations the drag model of Koch and Hill
(2001) is applied. According to Bokkers et al. (2004),
this model lead to better results for intermediate vol-
ume fractions than the often used Gidaspow (1994)
approach. A lift forceFp,L is considered by the ex-
tended Saffman analysis of Mei (1992). Additionally,
the model formulation of McLaughlin (1991) is added
with a correction factor for the lift coefficientCL. The
Magnus component of the lift forces is neglected. The
virtual mass forceFp,VM is applied on the basis of
Odar and Hamilton (1964).

In contrast to the examined forces, the considera-
tion of the pressure gradient forceFp,p depends on the
chosen governing equations in the continuum CFD
method. Mainly two different formulations of the con-
servative equation of momentum exists. In the first
formulation, the so called model A, the pressure gra-
dient term is shared between the particle and the fluid
phase. The second formulation, model B, the pressure
term is recognized just on the fluid side (Gidaspow
1994). Another difference between the formulations
is the consideration of viscous particle-fluid interac-
tion forces. While model B contains viscous forces,
model A is only applicable on the absence of viscous
stresses (Zhou, Kuang, Chu, & Yu 2010). Since model
A is applied here, the interaction forces due to pres-
sure gradientsFp,p and viscous forcesFp,ν has to be
added additionally to the incorporated forces.

2.3.2 Exchange of interaction forces
The interaction forces between fluid and particle are
recognized on the CFD as well on the DEM side.
On the CFD side the interactions forces are added
by a momentum exchange (Goniva et al. 2012). As
described in section 2.1, the conservation equation
of momentum contains an additional force exchange
termRpf. Rpf is given as

Rpf = Kpf(v− vp) (7)

with the interaction force coefficientKpf. Kpf is the
superposition of the interaction forces from drag,
pressure gradient, viscosity, lift as well as virtual
mass. Thereby, the implemented and inKpf included
interaction forces must harmonize, with the applied
formulation model for the conservation equation of
momentum in CFD.

On DEM side the interaction forces are added to the
sum of forces and torques in Newton’s second law.
Hence,

∑
Fi consists of the normal and tangential

contact forcesFp,n andFp,t, the particle weightFp,g

and the fluid-particle interaction forces (see Equ. 8).

∑
Fi = Fp,n +Fp,t +Fp,g +Fp,D

+Fp,L +Fp,p +Fp,ν +Fp,VM

(8)

3 INITIATION OF SEDIMENT TRANSPORT

Sediment transport is subject to numerous and tran-
sient influences, highly dynamic flow as well as local
turbulences at the boundary layer on micro scale. Due
to this complexity, a detailed examination and analyt-
ical description of the processes at the transition zone
is nearly impossible. Nevertheless, empirical models
exist which allow a prediction of transport amounts
and the estimation of erosion or sedimentation phe-
nomena. These empirical models are developed on the
basis of monitoring in field or physical model tests.
The basic principle behind the models is the identi-
fication of motion at the river bed. The initiation of
motion is characterized by an ultimate limit state or
critical state, where the hydrodynamic load equals the
resistance of the granular structure of the bed. If the
hydrodynamic load exceeds this critical state, sedi-
ment transport occurs.

A great number of sediment transport models exist.
Besides the different characterisations of the hydro-
dynamic regime or the river bed, the models can be
classified into two main groups by the definition of
the critical state.

The first group uses velocities, as parameters for
the identification of the critical state. The most fa-
mous representation of this approach is the theory
of Hjulström. Hjulström (1935) developed the well
known diagram, which was later extended by i.a.Åke
Sundborg (see Figure 3). In this diagram a medium



Table 1: Force models

Fluid-Particle force Model formulation

Drag force Fp,D =
Vpβ
αp

(v− vp) (Koch and Hill 2001)

β =
18νfαfαp

d2
p

Fβ

Fβ(αp) = αf(F0(αp) +
1
2F3(αp)Rep)

(αp < 0,4)→ F0(αp) =
1+3(αp/2)

1/2+(135/64)αp ln(αp)+16.14αp

1+0.681αp−8.48α2
p+8.16α3

p

(αp > 0,4)→ F0(αp) =
10αp

(1−αp)3

F3(αp) = 0.0673+ 0,212αp + 0.0232(1− αp)
5

Pressure force Fp,p = −Vp(∇p)

Viscous force Fp,ν = −Vp(∇ · τ )

Virtual mass force Fp,ν = 1
2ρVp

∂(v−vp)
∂t (Odar and Hamilton 1964)

Lift force Fp,L = 1
8CLρv

2
pπd

2
p (Mei 1992)

CL = J(ǫ) · 4.11 · ǫ (McLaughlin 1991)

ǫ =
√

ReG
Rep

; Rep =
(v−vp)·dp

ν ; ReG = dv
dt

d2

p

ν

(ǫ < 1) → J(ǫ) = −140ǫ5 lg(ǫ−2)

(1 ≤ ǫ ≤ 20)→ J(ǫ) = 0.3(1+ tanh(2.5 · lg(ǫ+ 0.191)))

(0.667+ tan(6(ǫ− 0.32)))

(ǫ > 20)→ J(ǫ) = 1− 0.287ǫ−2
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Figure 3: Hjulström diagram (Source: geocaching.com)

flow velocityum is plotted against the particle diam-
eterd. The diagram area is divided into three zones,
representing the condition states of erosion, transport
and deposition. Withd as input parameter, the critical
velocity for the initiation of motion or deposition can
be determined.

The simplicity of this is approach is very attractive,
since the informations can be extracted easily. How-
ever, according to Hjulström (1935) this approach is
only valid for loosely deposited and homogeneous
bed material. Furthermore, the diagram is only ap-
propriate for an approximate estimation of transport,
since many influencing parameters, describing soil re-
sistance or flow turbulences, are neglected (Dittrich
1998).

The second group of sediment transport models

represents the approach of critical shear stresses.
This approach was first developed by Shields (1936).
Shields considerations based on the balance of forces
on a single grain at the bed layer. As a result he ex-
pressed the initiation of motion as a dimensionless ra-
tio of the critical bed shear stressτcr, mostly inter-
preted as the bed shear stressτ0, and the submerged
weight of a grain (Buffington 1999). This dimension-
less number was later declared as the Shield’s param-
eterΘ or Fr∗.

Fr∗ = Θ =
τ0

(ρp − ρ) · g ·D
(9)

whereD represents the characteristic grain diameter.
Due to several model tests Shields generated his fa-
mous diagram on the basis ofFr∗ as a function of the
dimensionless particle Reynolds numberRe∗.

Re∗ =
vcrD

ν
(10)

with the characteristic velocityvcr. Shields recom-
mends the criteria of Kramer (1935) for the visual
observation of incipient motion. Kramer (1935) dif-
ferentiated four levels of bed movement: No move-
ment, weak movement, medium movement and gen-
eral movement. The level of weak movement repre-
sents motion of only small particles at isolated spots.
The medium movement level denote the transport of
particle with a mean diameter without transportation
of significant material quantity. The last level repre-
sents the condition where even the largest particles
are in motion. The bed configuration is significantly
affected at this stage of motion (Buffington 1999).
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Figure 4: Profile of the simulation domains

The approach of critical shear stresses based on
Shields and several supplemental research, represents
the most applied basic principle for sediment trans-
port investigations (Dittrich 1998). Since this ap-
proach derives from semi empiric considerations, it
is an improvement to the method of Hjulström. How-
ever, even the approach of Shields shows weaknesses
in specific applications. According to Zanke (2001),
the critical shear stresses are overestimated for small
particle Reynolds numbers.

In current research the influence of turbulence,
serves as a central point for the initiation of parti-
cle movement. Thereby, the initiation of motion is no
longer expressed by the mean shear stressτ̄ , but by
the sum ofτ̄ and an additional shear stress fluctua-
tion τ ′ (Zanke 2003). Additionally, a turbulence in-
duced lift force due to turbulent pressure fluctuations
is considered (Zanke 2001). The full model approach
as well as a transmission to the Shields diagram is in-
cluded in Zanke (2003).

4 MODEL INVESTIGATION

The initiation of motion serves as an issue for the first
model applications. The initial setup consists of a nar-
row, water filled channel with a small particle layer of
1 cm height. In the simulations, an overflow over the
particle layer in positive x-direction is induced. By a
slow stepwise increase of the flow velocity, the criti-
cal point of particle transport will be determined.

As mentioned in section 2, the fluid and the particle
phase are treated by independent methods and codes.
As a result, an individual simulation domain for each
phase has to be employed. Even though, the domain
dimensions shall correlate, fundamental phase bound-
ary conditions, like the definition of walls, can devi-
ate. The applied boundary conditions and properties
of each phase are introduced separately in the follow-
ing passages.

4.1 CFD - Fluid phase

The simulation domain and its dimensions is shown
in figure 4. The channel has a length (x-axis) of 1 m,
a height (z-axis) of 0.25 m and a width (y-axis) of

0.02 m. The length of the simulation domain is sub-
stantiated by the initiation of a realistic boundary
layer velocity distribution for the particle transport
analysis. According to figure 5, the inlet condition
is assumed as an uniform velocity distribution with
vinlet, to permit a stepwise increase of the flow veloc-
ity in a simple manner. To develop the boundary layer
velocity ditribution, the upstream area of 0.9 m is ap-
plied as a initiation region. The inlet condition is dev-
ided into two parts, whereby the upper part represents
the mentioned uniform velocity distribution (see fig-
ure 5). The lower part, according to the later height
of the particle layer, is adjusted to align freely while
preventing backflow. This condition is also adopted
for the outflow boundary surface.

The y- and z-normal surfaces are assumed to be
rigid walls, which are impermeable. Thereby, the y-
normal and the upper z-normal surface sustain slip-
conditions to avoid a interference on the velocity dis-
tribution. The lower z-normal surface is assumed as a
rough wall with a roughness, according to the sand
roughness of Nikuradse, appropriate to the applied
DEM particle diameter.

The fluid properties are presumed for water at tem-
perature of 20 °C (see table 2).
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xy
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smooth wall
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Figure 5: Sketch of the CFD and DEM simulation domains with
representative boundaries



Table 2: Fluid properties of the CFD simulation
Parameters
Densityρf 1000 kg/m3

kinematic viscosityνf 1 · 10−6 m2s−1

4.2 DEM - Particle phase

The particle layer is established in an initial simula-
tion as uniform particles of a specified diameter, gen-
erated over the lower half volume of the simulation
area. The particles are made to deposit due to gravity.
After accomplishing a steady state, particles above a
height of 1 cm are eliminated. Thus, a very smooth
particle layer surface is attained. A detailed view of
the particle layer at the simulation domain inlet area is
given in figure 6. It shows a mono-dispersed packing
with a particle diameter of 0.8 mm. Further, simula-
tions with a particle diameter of 0.6 mm and 0.9 mm
were conducted.
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Figure 6: Detail of the particle layer at the simulation domain
inlet (dp = 8 mm)

According to figure 5, the upper and lower z-
normal surfaces of the DEM domain are assumed as
walls. Thereby, the upper wall receives parameters for
a smooth surface, while the lower wall receives prop-
erties according to the particle properties and diam-
eter. Thus, a stationary particle layer at the height of
z = 0 m with the same properties like the dispersed
particles is adopted. For the x- and the y-normal sur-
faces, periodic conditions are applied.

For the properties of the particles, the parameters
of Hamburger Sand are adopted. Hamburger sand is
a middle to coarse silica sand which offers the ad-
vantage of very round grain shapes. The sand density
ρp, Poisson ratioνp, coefficient of restitutione and
Youngs modulusEp are determined in the Bachelor
thesis of Liebetrau (2013). The coefficient of friction
µ as well as the coefficient of rolling frictionRµ rely
on assumptions. Table 3 gives a summary of the DEM
properties.

As mentioned in section 4.1 the upstream area of
0.9 m is applied as a initiation region for the bound-
ary layer flow. Since in this area the velocity distri-
bution is not fully developed, the movement of the

particles in this area is not of interest. On this account
the particles placed in the first 0.9 m of the simula-
tion domain are fixed during simulation. To achieve a
reduction of computational costs, the fixing is accom-
plished by eliminating the particles from the integra-
tion scheme which is adopted for the update of par-
ticle positions and velocities. Nevertheless, the parti-
cles are still present and affect the fluid flow.

Table 3: Particle properties of the DEM simulation
Parameters
Densityρp 2639 kg/m3

Coefficient of Restitutione 0.96 -
Poisson Ratioνp 0.12 -
Youngs modulusEp 2452.90 MPa
Coefficient of frictionµ 0.5 -
Coefficient of rolling frictionRµ 0.4 -

5 RESULTS

The fluid flow in the simulations showed the ex-
pected development over the channel length. Fig-
ure 7 presents the velocity state for a inlet velocity
of 0.84 m/s. In the upstream left half of the simula-
tion domain, the primary uniform velocity distribu-
tion from the inlet, is converted under the influence
of the particle layer. Thereby, the velocity of the fluid
near to the particle layer, becomes slower, while the
velocity in the upper parts increases slightly. In the
right half, the flow is still influenced but clearly less
than in the left half.

During the simulations the fluid velocity is in-
creased stepwise. Thereby, steps of rising velocity
and steady velocity alternate, to identify the critical
state for the particle transport. Figure 8 shows the
top view of a cut-out from the movable particle layer
region withdp = 0.8 mm betweenz = 0.92 m and
0.935 m. The particle colour correspond to the par-
ticle velocity. Blue particles are currently stationary.
Figure 8.1 shows the particle positions right before
an initiated movement atvinlet = 0.76 m/s. Figure 8.2
represents an increase step tovinlet = 0.78 m/s, where
the first particle motion occurs. Thereby, just single
particles undergo very small motion without explicit
transport. The next three figures 8.3 to 8.5 correspond
to a steady initial velocity ofvinlet = 0.78 m/s. As be-
fore, just single particles show motion, but addition-
ally transport of these particles over a few mm occurs.
All the moved particles are characterized by an ex-
posed initial position without an clear embedding in
the layer surface. This state and its indicators are com-
parable to Kramers second level (weak movement) of
visual observation of incipient motion (Kramer 1935).

The last four figures 8.6 to 8.9 represent the par-
ticle movement at increasing velocity fromvinlet =
0.80 m/s to steadyvinlet = 0.82 m/s. At first, the num-
ber of moved single particles increases. Following by
transport of whole particle groups. In the end at fig-
ure 8.9 almost the whole topmost particle layer is in
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Figure 7: Fluid velocity in the CFD simulation domain for theinlet velocity of 0.8 m/s

motion and moves in flow direction. At this point, the
third level of general transport according to Kramer
(1935) occurs. The simulations show the indicative
change of bed configuration. Thereby, the upper half
of the particle layer rearranges, while the topmost par-
ticles are moved in groups in flow direction.
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Figure 8: Development of particle movement. Colours according
to the particle velocity. Tracing lines describe particle paths

Since the velocity distribution changes over the
channel length, the inlet velocityvinlet is not an appro-
priate parameter for the characterisation of the flow
situation. As a consequence, the inlet velocityvinlet
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Figure 9: Fluid velocity distribution at initiation of motion for
particles with a diameter ofdp = 0.6 mm and dp = 0.8 mm

does not represent the critical velocity of the initiation
of motion. Figure 9 gives the velocity distribution at
the transport area located at the position of particle
movement. The graph init 1 represents the initiation
of single particle transport while init 2 describes the
initiation of particle group transport. At the lower dia-
gram area (see detail in figure 9), the influence of the
particle layer is visible. Thereby, the velocity distri-
bution reaches into the upper part of the particle layer.
While the topmost particles are already in motion due
to the flow velocity, the lower particles stay stable at
a low filter velocity of approximately 0.01 m/s. Ac-
cording to the graphs, the single particle transport is
initiated at a critical velocityvcrit of approximately
0.70 m/s for a monodispersed packing with a diam-
eter dp = 0.6 mm. The particle group transport starts
at a critical velocity of approximately 0.75 m/s. For a
particle diameter of dp = 0.8 mm the single particle
transport begins at a critical velocityvcrit of 0.85 m/s,
while the group transport is initiated at approximately
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Figure 10: Simulation results fordp = 0.6 mm, dp = 0.8 mm
anddp = 0.9 mm implemented in the Hjulström diagram

0.9 m/s. Hence, the velocity difference between the
single and the group transport amounts approximately
0.5 m/s in both cases.

For a approximate verification of the conducted
simulations, the resulting critical velocities are im-
plemented into the Hjulström diagram corresponding
to the particle diameter (see figure 10). Compared
to the approach of Hjulström, the simulation results
show clearly higher critical velocities for the initia-
tion of motion for single particle as well as for parti-
cle group transport. According to Hjulström, the crit-
ical velocity for a particle diameterdp = 0.6 mm is
approximately 0.28 m/s. For a particle diameter of
dp = 0.8 mm a critical velocity of 0.34 m/s is esti-
mated. The critical velocity in the simulations consti-
tute 0.7 m/s for a diameter of0.6 mm and 0.85 m/s
for a diameter0.8 mm. The simulations with a parti-
cle diameter of0.9 mm show similar results.

6 CONCLUSION AND DISCUSSION

The simulations show a realistic behaviour of the ini-
tiation of particle motion. Similar to Kramers visual
observation of incipient motion, the levels of weak
and general particle transport are observable in the
simulations. To verify the erosion criteria according to
Kramer, the simulations should be implemented with
a particle layer consisting of a realistic grain size dis-
tribution of Hamburger Sand. Thereby, the effect of
multiple grain sizes and the packing density should
be investigated.

The simulations show higher critical velocities than
the critical values according to Hjulström. This im-
plies, that the fluid flow velocities at the particle sur-
face or the resulting interaction forces are underesti-
mated in the simulations. Although, the resulting flow
behaviour seems realistic according to the boundary
layer theory of Prandtl (Prandtl 1905), the bound-
ary layer thickness is overestimated in the simula-
tions (see figure 7). Thereby, flow velocities directly
at the particle boundary are smaller than in a natu-
ral flow regime. As a result, the simulations require

higher flow velocities in the outer flow layer to reach
the same critical state at the particle surface as a real-
istic flow distribution.

The calculation of the interaction forces is a cen-
tral point in the introduced correlation. Hence, the ar-
rangement of the particles with respect to the CFD
cells is a main factor for the determination of fluid
particle interaction. In the conducted simulations the
top edge of the particle layer coincide with the top
edge of a cell row. Thus, the value of the particle
volume fractionαp is large in this cell row (approx-
imately 0.6). The cell row directly above the top edge
obtains a particle volume fraction of nearlyαp = 0.
To examine this point, the simulations need to be re-
peated with a varied meshing.

As mentioned in section 3, the turbulence serves
as a central point to incipient motion. Turbulence
induces an additional velocity fluctuation, whereby
the resulting peak values represent the decisive crit-
ical conditions for the initiation of motion. Further-
more, the turbulence causes an additional lift force. In
the conducted simulations the RANS based k-ǫ tur-
bulence model is applied. This model considers the
mean velocities and determines the energy dissipation
resulting from turbulences. The effect of different tur-
bulence models such as the more detailed Large Eddy
Simulation (LES) should be examined. The effect
of the turbulence induced lift force, should be cap-
tured by appropriate model approaches e.g. of Zanke
(2003), which is discussed in Goniva et al. (2012).

Further investigations should be carried out to ex-
amine the effect of particle friction and rolling fric-
tion. Since the values, which are applied in the con-
ducted simulations, are based on assumed data, the
effect of these parameters should be tested in physi-
cal model tests. Therefore, geotechnical classification
test will be applied and compared to equivalent simu-
lations.

Finally, the sediment transport simulations should
be validated by small scale model tests. Where in the
particle parameters are varied by the usage of dif-
ferent materials, like coarse sand and glass spheres.
Furthermore, the effect of the particle layer density
should be examined.
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